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Abstract
Lawrence Livermore National Laboratory is currently designing and
constructing a tomographic scanner to obtain the most accurate possible
assays of radioactivity in barrels of nuclear waste in a limited amount of
time. This study demonstrates a method to explore different designs using
laboratory experiments and numerical simulations. In particular, we examine
the trade-off between spatial resolution and signal-to-noise. The simulations
are conducted in two dimensions as a preliminary study for three
dimensional imaging. We find that the optimal design is entirely dependent
on the expected source sizes and acitvities. For nuclear waste barrels,
preliminary results indicate that collimators with widths of 1 to 3" and aspect
ratios of  5:1 to 10:1 should perform well. This type of study will be repeated
in 3D in more detail to optimize the final design.

Introduction
This study is part of a larger design effort to construct a tomographic scanner
for the accurate assay of radioactivity in barrels of nuclear waste. The
scanner is a follow on to an earlier version which demonstrated the
capabilities of tomography for nuclear waste assays [ROB94]. This study,
focuses on those design aspects which relate to imaging and assay accuracy.
These include both hardware and software issues, specifically, the width and
length of the collimators, the sampling pattern, and the type of image
reconstruction algorithm. This report will describe some preliminary choices
based on trials of different designs.

*Work performed under auspices of the U.S. Department of Energy by the Lawrence Livermore National Laboratory
under  contract No. W-7405-ENG-48.
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The scanner under development will use both active and passive computed
tomography (A&PCT), sometimes called transmission and emission
tomography. A&PCT is a two step process [MAR92]. In the first step we
tomographically construct an image of the mass in the barrel in terms of the
mass absorption to penetrating radiation. This is done by measuring the
attenuation of a calibrated radioactive 166mHo 3 mCi source (active) along a
large number of lines of sight through the waste barrel. This is identical in
principle to CAT imaging commonly done in medicine. In the second step
we measure the radiation emitted by the radioactive waste itself (passive)
and tomographically construct an image of the radioactive sources in the
barrel taking account of the absorption of outgoing radiation by mass
absorbers in the barrel. This is similar in principle to medical SPECT
imaging. In our project we are really only interested in the total activity of
the barrel and not in the images of the contents. Nonetheless for an accurate
assay it is necessary to form images of both the mass absorbers and emitters
so that the measured activity may be properly corrected for absorption.

Accurate imaging is thus a requirement for accurate assays. The accuracy of
imaging or image quality may be variously assessed. In this study we will be
concerned primarily with spatial resolution and signal-to-noise, S/N, since
these qualities, which directly affect the accuracy of the final assay, are
themselves directly affected by the collimator design. In general there is a
steep trade off between spatial resolution and S/N in the hardware because
designs which offer high spatial resolution, that is collimators with high
aspect ratio, will always collect relatively fewer photons per detector. The
S/N in turn scales as the root of the number of photons. A significant
conclusion of this  report is a demonstration of one method to explore the
trade-off between S/N and spatial resolution.

This is a preliminary design study. Specifically the study is done with so
called two dimensional imaging. This means that the data acquisation and
the image reconstruction deal with only one plane or slice through the waste
barrrel at a time. While reconstructing a single slice, the algorithm assumes
that the adjacent slices have exactly the same structure as the slice under
reconstruction. We can construct laboratory experiments satisfying this
assumption, for example, measuring the activity of a long radioactive rod
placed vertically in a barrel. Working in only two dimensions allows both
the hardware experiments and the numerical reconstruction to be
accomplished much faster than in full three dimensional imaging. For
example in assaying a long rod, it is necessary to measure the emission in
only one slice near the center of the rod, all other slices being presumed
equal.
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However, in a barrel of real waste, the assumption of equal adjacent slice
planes will not often be correct. This will occur in our rod example at the
ends of the rod. Although three dimensional images of sources which vary in
the vertical direction can be built up out of a stack of separate 2D images,
full three dimensional imaging which measures and correctly accounts for
the differences between slices will probably be required for the most
accurate assays. Nonetheless, for expediency, we chose to begin our design
study with two dimensional imaging. We expect that the evaluation
techniques which we develop to test  hardware and software in 2D will be
applicable to three dimensional imaging and assaying although the results
might differ somewhat.

This report describes the results of three types of trials, laboratory
experiments, involving real sources and hardware, and two levels of
numerical simulation. The laboratory experiments use much of the hardware
and electronics which will be in the final version of the A&PCT system. The
source is a long 133Ba 1 mCi rod chosen to match the 2D assumptions of the
trial. The laboratory experiments gives us a first assessment of the potential
accuracy of a tomographic scanner including all sources of error in the
system, but are the most difficult of the three trials. Thus we use only the
simplest geometry in the laboratory experiments. The first level of numerical
simulation uses a sophisticated Monte Carlo transport code to generate
simulated data. The primary purpose of the Monte Carlo modeling is to
compare data and reconstructions simulated by a sophisticated code with
data and reconstructions simulated by a much simpler multi-ray tracing
model. It is this second simpler level of modeling that we will use to explore
different hardware designs. Again this is a question of expediency. The
multi-ray models are simple to construct and fast to execute. Full Monte
Carlo simulations of a large number of trial hardware designs would be
prohibitively time consuming. In any case, our limited Monte Carlo
modeling confirms the validity of our simpler multi-ray tracing models as
described below.

Reconstruction Code

The two step A&PCT imaging requires two image reconstruction codes, one
to reconstruct the image of the absorbers from the active measurements, and
the second to reconstruct the image of the emitters from the passive
measurements. For the active tomography we use a reconstruction code
developed at Livermore [AZE90] based on the Filtered Back Projection
(FBP) algorithm. In reconstructing the image of the emitters, the
reconstruction must model both emission and absorption, so the FBP
algorithm is no longer appropriate. We use an emission reconstruction code
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developed at the University of California, San Francisco [BRO94]. This
reconstruction code uses a Maximum Likelihood-Expectation Maximization
(MLEM) algorithm [SHE82] and models emission, absorption, and the
collimator response by following photons along a number of rays (multi-ray)
through the source to the detector. We use a two dimensional version of this
code in all the experiments in this study, both laboratory and experimental.

Experiments

A simple laboratory experiment was designed to validate the simulations and
provide an approximate accuracy for the A&PCT system. The source was a
thin barium rod, 6" long, with a total activity of 890 microCuries. This was
placed 5" from the center of rotation, and scanned with a detector looking
through a 1" square collimator 20" long, 30" away from the center of
rotation.. The detector itself is a P-type coaxial high purity germanium
(HPGe) detector 3" in diameter and 3" deep [ROB94]. The field of view at
the center of rotation is about 3.5" square. A 4" diameter aluminum pipe
with a 1/2" thick wall was placed around the rod to introduce some
absorption into the experiment. We imaged the 356keV line of barium with
an integration time of 30 seconds per detector position. Our assay of the rod
was accurate to within 7%.

Our Monte Carlo simulations used the LANL code MCNP [BRI86]. For the
Monte Carlo simulations, the source was placed at the center of rotation so
that only one view needed to be simulated. A sinogram was created by
replicating this simulation over a number of angles. Four experiments were
run, low and high resolution, with and without absorption. The low
resolution experiments simulated a 2" square collimator 10" long, and the
high resolution a 1/4" square collimator 5" long. The experiments were run
with and without a simulated 4" diameter aluminum tube with a 1" thick wall
around the line source. Using the UCSF MLEM reconstruction code, our
assays were accurate to within 4% for all cases. All the Monte Carlo
simulations were run with enough photons so that the statistical noise is
negligible.

We compared the Monte Carlo data with data produced by the multi-ray
simulator. For the multi-ray simulator, images of the sources and absorbers
were produced on a grid 8 times finer than the collimator width with a
sufficient number of rays to pass through every pixel of the grid. Sinograms
produced by both simulators were accurate to within a few percent in
integrated counts, the only difference being in the exact shape of the
instrument response function. At high resolution, some differences are
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apparent. At lower resolution, the multi-ray simulator assumes a far field
approximation to the response function which is triangular rather than
trapezoidal (figure 1). The newer 3D code which we will use with our
A&PCT system will use the exact response function. In any case, the multi-
ray simulator is capable of generating quantitatively accurate sinogram data
for our simple experiments.

Hardware Trade off between spatial resolution and signal-to-noise.

We used the multi-ray simulator for our hardware design study. The central
issue in the hardware design concerns the appropriate spatial resolution of
the system and the trade off between resolution and the signal-to-noise ratio
of the images. Our simulated trials of preliminary hardware design study
focus on demonstrating one method to investigate this trade off. This trade
off arises because higher resolution systems will always receive fewer
photons than low resolution designs. Since the emission of radiation is
characterized by Poisson statistics, the signal-to-noise ratio scales as the
square root of the number of photons detected in the measurement. For a
point source or a number of well separated point sources, the number of
photons detected given a fixed period of time to scan an entire barrel scales
as the 5th power of the resolution. For example, if we increase the resolution
by reducing the collimator width from 2" to 1" in both width and height, the
active area of the detector and the number of photons detected will decrease
by the square of the improvement in resolution. If we now consider that with
a single 1" square collimator rather than a 2", we will need four times as
many separate measurements to completely cover one view of the waste
barrel we will have less time to spend on each measurement. This accounts
for another factor of the resolution squared. Finally, we need to observe the
drum from more different angles to fully realize the improvement in
resolution. In this study the number of angular views is 1.5 times the number
of detector positions required to cross the object. The number of views
accounts for the final fifth factor. Thus in all, the photon counts from a point
source will scale with the 5th power of the resolution and the signal to noise
will scale as the root of 5, the 2.5th power. By the same considerations, the
number of photon counts from a large uniform source scales as the 7th
power of the resolution. The extra power of two comes from the fact that as
the resolution is lowered, the field of view of the detector increases
encompassing a greater volume of the radioactive source resulting in more
photon counts.
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For a given amount of time to scan an entire barrel, we can expect that at
higher resolution the errors in the assay will be dominated by statistical
errors related to low signal to noise. At lower resolution, the errors in the
assay will be dominated by a blurring of the emission and absorption
regions, so called partial volume errors.  At some resolution in between we
should be able to obtain the most accurate assay. This relationship is
depicted in figure 2. The curved lines represent the maximum probable error
due either to resolution or statistics. This optimum resolution, least
maximum probable error, will depend on the one hand on the spatial
resolution relative to the expected sizes of the radioactive sources and the
absorbers, and on the other on the expected number of counts.

While the waste barrels may in general contain just about anything, any size
and density absorbing object and any activity, we can nonetheless make
some estimates useful toward deciding on an optimum collimator width and
length. For example, the size of the source can certainly be no bigger than
the barrel itself, about 24" in diameter. We might expect that at a minimum,
the aperture ought to be small enough, 2" to 4", to resolve the shape of the
barrel itself. For an expected activity we may use the definition of the
maximum threshold for low level waste, 100nCi/gm. For example, the
expected number of counts from a uniform source of 100 nCi of Pu in each
gram of a 24" diameter glass cylinder assuming we are measuring the 414-
keV line with a 2" square detector and a 10" collimator is 1 count per
second. Thus fairly simple considerations suggest that the collimator width
should be 1 to 4". A width much smaller would not receive enough counts to
generate a meaningful image, while one much larger would not even resolve
the barrel itself.

The collimator width is one question we will address in our preliminary
hardware design study. In addition we will be interested in the collimator
length and the sampling interval. The sampling interval refers to the spacing
between measurements. If the detector spacing is close, then as with most
optical instruments, the field of view widens as we get further from the
detector, we may be viewing the same parts of the drum with several
detector positions. If the spacing is too coarse, we may miss some of the
drum and be unable to construct a full image. Small objects could escape
detection. However, with coarser spacing, we will have more time to spend
on each measurement which will improve the S/N of those measurements
The question is again one of trading off spatial resolution for S/N.
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We can make all the questions more precise with some numerical
simulations of the accuracy of different hardware designs. In a numerical
simulation we can test a specific hardware design with a source of specific
activity and shape. Different hardware designs will perform better with some
types of sources than with others. To get an understanding of overall
performance we need to perform our experiments on a variety of sources.
The simulated sources were designed on two criteria. First, the sources
should be broadly representative of the types of radioactive sources which
might be found in typical waste barrels. Second, the sources should test the
different aspects of the imaging and reconstruction process. A hardware-
software design which does a good job assaying a well chosen suite of
sources should do a good job assaying almost any sources we might expect
to encounter.

Description of line, uniform, and can sources.

We chose three simple sources for our design study. The first source is a line
source. In relation to the instrument response, we would expect that assays
made of a line source would be the least sensitive to resolution. For a line
source, hardware designs with low resolution should work quite well. The
line source also serves as a useful diagnostic on the test procedure since the
expected response of the instrument to a line source is easily calculated by
hand. The second type of source is a uniform concentration of radioactive
material in a glass matrix as might be found in vitrified or otherwise
solidified liquid waste. Despite the simplicity of the source, this is
nonetheless a difficult assay problem because the attenuation of the emitted
radiation is so severe. For example each inch of glass will absorb about 20%
of the radiation with an energy of 414 keV, a useful energy for Plutonium.
Radiation from the center of a 24" diameter glass cylinder will be reduced by
about a factor of 10. The software reconstruction must do a good job of
correcting the apparent radioactivity in the center of the cylinder to generate
an accurate assay. The third source chosen is a 4 inch diameter radioactive
plastic cylinder inside a thick walled aluminum can. While we might not
expect to find exactly this item in a waste barrel, this source is representative
of the type of source where spatial resolution is important in making an
accurate assay. For example, at low resolution, the detector will not be able
to discriminate the wall of the can, with its higher attenuation, from the
radioactive source with its lower self-attenuation. The data will blend the
regions of emission and high and low attenuation together and it will be
impossible for any reconstruction algorithm to properly correct the measured
activity for absorption. Thus we expect the canned source to be most
sensitive to resolution.



8

Design Study

In our preliminary design study we tested the three parameters, collimator
width and length, and sampling interval against the three sources using an
LLNL simulator to generate images of the absorbers [AZE90], the UCSF
multi-ray simulator to generate emission data, and the UCSF MLEM
reconstruction code to make the source images. The simulated emission data
was produced from images of the absorbers and the sources which had grid
size at least 4 times finer than the reconstruction grid. In all cases the
reconstruction grid was the same size as the collimator width. The
absorption maps used in the reconstruction were first degraded to the same
resolution as the reconstruction grid since the A&PCT scanner will  acquire
absorption data using the same detector with the same resolution as used to
acquire the emission data.

Both the uniform and canned source assume 0.1 mCi Pu per gram of glass or
plastic, or a factor of 1000 higher than the maximum threshold for low level
waste. The line source is 2.3 Ci or 0.1 mCi/gm assuming a barrel weight of
50 lbs. In each experiment, the barrels, assumed to be 24"x36" are scanned
for a fixed time. The barrel is viewed from a number of angles. There are
about 1.5 times as many angular views as spatial positions of the detector.
For example, a scan with a 1" square collimator and 1" spacing will require
24 positions to cover the diameter of the barrel. In this case there will be 36
views at 10 degree increments. If the barrel is scanned for 6 hour, there will
be 0.7 seconds for each detector position or measurement. With a 2" square
aperture there would be 8 seconds per position. Even though the study is
done in only 2D, in scaling the counts, we allow time for measurements in
the third dimension. In order to produce an idea of the errors due to low
signal-to-noise the reconstruction of the simulated data was run 7 times for
each experiment with different realizations of Poisson noise added to the
data, that is the sinogram, before each reconstruction.

Figures 2 through 4 show the results of the study. As we expect, the
experiments with high spatial resolution and a low number of photon counts
in the sinogram show a large spread in the assay values, but centered on the
correct value. The experiments made with low resolution and high S/N per
measurement, show little statistical variation , but often a large error or bias.
These errors relate to the poor resolution of the sources and absorbers. The
best designs minimize both types of error. Figure 2 which shows
experiments of 3 collimator widths for a fixed collimator length of 10"
indicates that of the 3 widths, 1", 2", and 4", the best results for our three
sources are obtained with a 2" aperture. Figure 3 shows that increasing the
collimator length to 20", higher resolution, improves the mean accuracy,
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especially for the canned source, but also increases the statistical variation.
Figure 4 shows that increasing the sampling interval of the 1" aperture to 2"
improves the overall accuracy because the counting statistics improve.
Further undersampling degrades the accuracy. Increasing the sampling of the
2" aperture to 4" results in some slight loss of accuracy in the mean,
although with less statistical variation. Taken together, these figures suggest
a collimator width  of 2" to 3", a collimator of 10" to 15" and a sampling
interval of 2" to 3". More designs could be simulated to refine these
numbers, but our A&PCT system will need to be designed for  3D imaging.
These preliminary results are sufficient to demonstrate how to design the 3D
scanner.

These results for simulated waste with an activity of 0.1mCi/gm also show
that assaying nuclear waste at the maximum threshold for low level waste of
100 nCi/gm is a difficult problem. If we were to decrease the activity in the
simulations by a factor of 1000, the dominant errors would be statistical
erriors from the low count rate. We can improve the counting statistics by
various means. For example, using more than one detector will improve the
count rate proportional to the number of detectors. Undersampling will allow
for  an improvement in speed by a factor of 2 to 4. Combining multiple lines
of Pu which are close together in energy, for example the lines at 379 and
414 keV, will improve the count rate by the number of lines combined.
Scanning longer will always help. For example, our study is valid for an
activity of 100 nCi/gm assuming a scanner with 12 detectors with 2" square
collimators, undersampling by 2, measuring 2 Pu lines, and using a 10 hour
scan time rather than 1 hour.

Conclusions

1) We show how to explore the trade-off between resolution and signal-to-
noise using simulations of different hardware designs and sources.

2) For nuclear waste barrels, preliminary results indicate that collimator
widths of 1 to 3" with collimator aspect ratios of 5:1 to 10:1 respectively will
perform well for assay purposes. Modest undersampling with a 1" collimator
may improve the accuracy by allowing more time for each individual
measurement.

3) By following the same methodology with 3D imaging and reconstruction
we should be able to determine appropriate design parameters for the 3D
scanner.
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Figure 1: Comparison of instrumental response functions simulated by
LLNL Monte Carlo modeling (bottom) and by UCSF multi-ray modeling
(top). The simulated responses are for a high resolution 1/4" square
collimator 5" long (left) and a low resolution 2" square 10" long (right). The
comparison shows that the much simpler multi-ray code is capable of
producing reasonable simulations.
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Figure 2: Expected assay accuracy for different collimator widths showing
trade-off between spatial resolution and signal-to-noise. Small collimator
widths which have high spatial resolution, on the right hand side of the
figure, show large statistical errors due to the few number of counts
collected. Large collimator widths with low spatial resolution show large
errors in the assay due to inability to discriminate the individual emitting and
absorbing structures. The data indicate a probable error envelope which can
be roughly sketched in as shown.The most accurate assays are obtained with
moderate resolution. A description of the source types, uniform, can, and
line is in the text.
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